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SHOULD THE UNITED STATES ADOPT FEDERAL ARTIFICIAL
INTELLIGENCE REGULATION SIMILAR TO THE
EUROPEAN UNION

Jean Joseph*

Abstract

Artificial Intelligence (Al) promises to revolutionize our everyday lives and
how we approach all sectors of the economy and society. For the laundry list of
benefits this form of technology provides, there is a concern as to the ways Al
can produce troubling outcomes — including racial discrimination and social ine-
quality. The United States House of Representatives introduced the National Al
Initiative Act of 2020 (NAITA) to ensure continued US leadership in Al research
and development. However, the NAIIA leaves issues concerning the risk of biases
and discrimination associated with using Al systems to federal agencies and state
governments. While promoting similar objectives, the European Union’s (EU)
Al Act ensures that Al systems used in the market are safe and respect exist-
ing laws on fundamental rights. This Comment argues that American lawmakers
should look to the EU’s Al Act as a model for enacting federal legislation that
ensures Al systems used in the public and private sectors are safe and do not
infringe on an individual’s fundamental rights.

First, the Comment reviews the history of Al, Al legislation in the United
States at the federal and state level, and the EU’s AI Act. Next, the Comment ana-
lyzes the strengths and weaknesses of the European Union’s Al Act, the National
Al Initiative Act, and potential biases, discrimination, and racial inequality con-
cerns under the present framework of Al regulation in the United States. Finally,
the Comment argues that the United States should borrow the favorable provi-
sions from the EU’s Al Act, improve upon its weaknesses, and pass comprehen-
sive federal Al legislation that emphasizes the fundamental rights of individuals
while simultaneously promoting investment in Al research and development
necessary to maintain US leadership in this form of technology.
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I. Introduction

On April 21, 2021, the European Commission (Commission) proposed the
Artificial Intelligence Act (EU Al Act), which, if adopted, would provide a frame-
work for the governance of artificial intelligence (Al) in the European Union
(EU).! The proposed Al Act aims to diminish the differences between national
rules and create one common regulatory framework for the entire EU.? Through
the EU Al Act, the Commission aims to ensure that Al systems placed on the
Union market and used are safe and respect existing law on fundamental rights
and Union values, ensure legal certainty to facilitate investment and innovation
in Al, enhance governance and effective enforcement of existing law on funda-
mental rights and safety requirements applicable to Al systems, and facilitate the
development of a single market for lawful, safe and trustworthy Al applications
and prevent market fragmentation.® One of the EU Al Act’s objectives is to foster
legal certainty and provide safeguards for human-centric technologies that inter-
nalize European values, as enshrined in the European Charter of Fundamental
Rights, the European Convention of Human Rights, and the European Al Ethics
Guidelines.*

In October 2016, the White House Office of Science and Technology Policy
(OSTP) released a series of reports defining the federal government’s role in
the development of Al as a facilitator of innovation and a minimalist regula-
tor.> Also, it outlined how federal research and development investments would
guide the “long term transformational impact of AL.’¢ The National Al Initiative

L Proposal for a Regulation of the European Parliament and of the Council Laying Down Harmonized
Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Certain Union Legislative Acts,
COM (2021) 206 final, (Apr. 21, 2021) (hereafter, EU AI Act).

2 Natali Helberger & Nicholas Diakopoulos, The European Al Act and How It Matters for Research
into Al in Media and Journalism, DIGITAL JOURNALISM 1, 2 (2022).

3 EU Al Act, supra note 1.

4 Ethics Guidelines for Trustworthy Al, EUR. Comm’N (Nov. 17, 2022), hutps://digital-strategy.
ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai.

5 Corinne Cath et al., Artificial Intelligence and the ‘Good Society’: the US, EU, and UK approach.,
24 Scr. Ena. EtHIcs 506, 510 (2018).

6 Id.
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Act of 2020 (NAIIA) became law on January 1, 2021.7 The NAIIA’s focuses
on improving Al innovation, advancing trustworthy Al, creating new educa-
tion and training opportunities through Al, improving existing infrastructure
through new technologies, facilitating federal and private sector utilization of Al
to improve existing systems, and promoting an international environment that
supports further advances in AL.8 A critical difference between the EU Al Act
and the NAIIA is that the NAIIA leaves issues concerning the risk of biases and
discrimination associated with using Al systems to federal agencies and state
governments. Instead of including language within the NAIIA which ensures
Al systems placed and used in the US market are safe and respect existing laws
on fundamental rights, the NAIIA mandates the establishment of a subcommit-
tee for Al and law enforcement that advises on biases and other fundamental
rights concerns. American lawmakers should look to the EU Al Act as a model
for enacting federal legislation that ensures Al systems used in the public and
private sectors are safe and do not infringe on an individual’s fundamental
rights.

Part I of this Comment reviews the history of Al and how Al perpetuates
social prejudices and injustices. Part II discusses the EU’s Al Act, high-risk Al
systems, and fundamental rights concerns. Part III analyzes the strengths and
weaknesses of the EU Al Act, the NAIIA, and potential biases, discrimination,
and racial inequality concerns under the present framework of Al regulation in
the US Part I'V argues that the US should borrow the favorable provisions from
the EU Al Act, improve upon its weaknesses, and pass comprehensive federal Al
legislation that emphasizes the fundamental rights of individuals while simul-
taneously promoting investment in Al research and development necessary to
maintain US leadership in this form of technology.

II. Background

A. The History of Artificial Intelligence

Modern Al traces back to the 1950s when Alan Turing published “Comput-
ing Machinery and Intelligence,” where he described how to create intelligent
machines and how to test their intelligence.” The article led to what later became
known as “The Turing Test,” which measured a machine’s ability to think as a
human would.’® The Turing Test asks, “if a human is interacting with another
human and a machine and unable to distinguish the machine from the human,
then the machine is said to be intelligent.”!! In 1956, John McCarthy created

7 H.R. Rep. No. 116-617 (2021) (Conf. Rep.).
8 Id.

9 See generally Michael Haenlein & Andreas Kaplan, A Brief History of Artificial Intelligence: On the
Past, Present, and Future of Artificial Intelligence, 61 CAL. MGMT. REV. 5 (2019).

10 Rebecca Reynoso, A Complete History of Artificial Intelligence, G2 May 25, 2021), https://www.
g2.comv/articles/history-of-artificial-intelligence.

11 Haenlein, supra note 9.
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the word “Artificial Intelligence at the Dartmouth Summer Research Project on
Artificial Intelligence (DSRPAI) workshop at Dartmouth College.!? Following
the workshop, Allen Newell and Herbert Simon created Logic Theorist, the first
Al computer program capable of reasoning by proving theorems starting from
mathematical principles.!* Success continued into the 1960s due to the crea-
tion of new programming languages, robots, and research findings.'* In 1961,
Unimate became the first robot to work on a General Motors assembly line.! In
1965, Joseph Weizenbaum developed ELIZA, an interactive computer program
that could communicate in English with a human being.!¢

Unfortunately, the 1970s were not as promising. Commonly known as the
“Al Winter,” this period saw a sharp decline in government funding on Al
research.!” For the next two decades, innovation in the field of artificial intel-
ligence remained relatively stagnant in comparison to the prior years. How-
ever, the 1990s and 2000s gave way to machine learning Al applications.!® For
example, in 1997, Sepp Hochreiter and Jiirgen Schmidhuber developed the
Long Short-Term Memory (LSTM), which is a type of recurrent neural network
(RNN) architecture used for handwriting and speech recognition.’® In the same
year, IBM’s Deep Blue chess-playing program became the first system to beat a
reigning world champion.?® In 2000, Professor Cynthia Breazeal developed Kis-
met, a robot that could recognize and simulate emotions with its face. 2! In 2002,
i-Robot released Roomba??, which is now a staple in many households. In 2004,
NASA’s Spirit and Opportunity rovers navigated Mars’ surface without human
intervention.?

From smartphones to home electronics, Al has become a part of our everyday
lives. In 2010, Microsoft launched Kinect for Xbox 360, which is the first gam-
ing device that tracked human body movement using a 3D camera and infrared
detection.?* In 2011, IBM’s Watson, a natural language question-answering com-
puter, defeated two former “Jeopardy!” champions.® In 2011, Apple released
Siri.?® A few years later, Microsoft released Cortana, Amazon created Amazon

12 Reynoso, supra note 10.

13 Lucrezia Fanti et al., From Heron of Alexandria to Amazon’s Alexa: A Stylized History of Al and its
Impact on Business Models, Organization and Work, 49 J. IND. Bus. Econ. 409, 415 (2022).

14 Reynoso, supra note 10.
15 1d.
16 1.
17 Haenlein, supra note 9.
18 Reynoso, supra note 10.
19 1d.
20 1d
21 Jd
2 5d
2 1d
24 Reynoso, supra note 10.
5 Id
26 Id
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Alexa, and Google released Google Home.?” In 2016, “Sophia” became the first
“robot citizen” capable of performing image recognition, make facial expres-
sions, and communicate through AL.2® A major accomplishment in Al innovation
occurred in 2015 when AlphaGo, a program developed by Google, was able to
beat the reigning world champion in the board game Go.?* AlphaGo achieved
this success utilizing deep learning, a form of Al applied in image recognition
algorithms used by Facebook and speech recognition algorithms that fuel smart
speakers and self-driving cars.°

B. Racial Biases in Artificial Intelligence

Our preferences and biases shape the way we perceive the world around us.
Our biases may lead to the exclusion, marginalization, or targeting of racial/
cthnic groups. Although Al can improve efficiency and reduce human error, it
can also perpetuate social prejudices and injustices.’! The causes for bias are
both technical and social: the code can be embedded through the biases of the
designers and data, and the use of Al can exacerbate bias already existing in a
social system.??> Federal agencies are increasingly adopting and delegating deci-
sion-making responsibilities to Al technology.?® Al systems are models used to
form predictions based on patterns learned in historical data.** Designers choose
which dataset the model will learn from, determine the accuracy of the model’s
prediction for different groups, and the testing procedure to evaluate the model.?
Next, users determine whether the Al model is appropriate for their task, how to
use the Al predictions, and who will manage the AI*® Finally, users act on the
predictions, choose how to manage the Al system, and use the results to make
decisions with the immediate impact.?” It is through this process that without
sufficient safeguards, our decisions can incorporate racial bias into Al systems,
causing significant impact.®

27 Id.
28 Id
29 Haenlein, supra note 9.
30 1d

31 Morgan Livingston, Policy Memo: Preventing Racial Bias in Federal Al J. Sc1. PoL’y & GOVERN-
ANCE (May 27, 2020).

2 qd
3B Id
34 qd
3 Id
36 Id.
37 1d.
3% Id
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III. Discussion

A. Overview of the EU Al Act

The Act defines an “Al system” as software that is developed using spe-
cific techniques and approaches listed in Annex I and can, for a given set of
human-defined objectives, generate outputs such as content, predictions, rec-
ommendations, or decisions influencing the environments they interact with.*
As stated in Annex I, the techniques and approaches referred to are “Machine
learning approaches, including supervised, unsupervised and reinforcement
learning, using a wide variety of methods including deep learning,” “Logic- and
knowledge-based approaches, including knowledge representation, inductive
(logic) programming, knowledge bases, inference and deductive engines, (sym-
bolic) reasoning and expert systems;” and “Statistical approaches, Bayesian esti-
mation, search and optimization methods.”*

The Act provides horizontal regulation of Al systems consistent with existing
EU human rights legislation and laws regulating data protection, data govern-
ance, consumer protection, non-discrimination, and gender equality.*! Utilizing
a risk-based approach, the Act sets out the minimum necessary requirements
to address risks to values, fundamental rights, and principles associated with
Al development and deployment without unnecessarily constraining technologi-
cal development or trade.*? Furthermore, the Act would have an extraterritorial
effect, meaning that it would apply to users of Al systems in the EU and pro-
viders placing on the market or putting into service Al systems in the EU, irre-
spective of whether those providers are established within the EU or in a third
country.® Its impact would be felt across the economy, creating new regulatory
obligations for Al tools used in financial services, education, employment and
human resources, law enforcement, industrial Al, medical devices, the car indus-
try, machinery, and toys.*

The Act prohibits systems that pose an unacceptable risk, sets standards for
systems that pose a high risk to fundamental rights, requires enhanced transpar-
ency for systems that pose a limited risk, and limits systems that pose a mini-
mal risk to a voluntary code of conduct.* The Act prohibits Al systems that use
subliminal techniques that are beyond a person’s consciousness to materially

39 EU AI Act, supra note 1, art. 3(1).

40 Annexes to the Proposal for a Regulation of the European Parliament and of the Council Lay-
ing Down Harmonized Rules on Artificial Intelligence (Artificial Intelligence Act) and Amending Cer-
tain Union Legislative Acts, COM(2021) 206 final, (Apr. 21, 2021), Annexes 1 to 9 (hereafter EU AI Act
Annexes), annex 1.

41 Bev Townsend, Decoding the Proposed EU AI Act, AM. SoC’y INT’L L. INSIGHTS, Sept. 20, 2021, at 3.

42 EU Al Act, supra note 1, Explanatory Memorandum q 3.5.

43 EU Al Act, supra note 1, art. 2(1)(a).

44 Benjamin Mueller, The Artificial Intelligence Act: A Quick Explainer, CENTER FOR DATA INNOVA-
TION (May 4, 2021), https://datainnovation.org/2021/05/the-artificial-intelligence-act-a-quick-explainer/.

45 Natalie Smuha et al., How the EU Can Achieve Legally Trustworthy Al: A Response to the European
Commission’s Proposal for an Artificial Intelligence Act, LEADS LAB UNIv. BIRMINGHAM, Aug. 5, 2021, at 2.
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distort behavior in a way likely to cause that person physical or psychological
harm.* The Act bans Al systems that exploit vulnerable groups to materially
distort a person’s behavior in a way likely to cause them harm.*” The Act pro-
hibits social score systems that evaluate or classify the trustworthiness of natural
persons based on their social behavior, resulting in scores with a detrimental
impact on those whose data were collected.*® Moreover, the Act bans “real-time”
remote biometric identification systems in publicly accessible spaces used for
law enforcement, except where “strictly necessary.”* The Act provides excep-
tions systems that pose an unacceptable risk depending on the potential harm
caused.®® Most Al will fall within unacceptable and minimal risk systems, how-
ever, for high-risk systems, the Act provides strict obligations before they may
be put on the market.>!

B. Overview of High-Risk Al Systems

High-risk systems are those “intended to be used as a safety component of a
product or is itself a product” covered by specific EU product safety and con-
formity legislation.’> The Act does not clearly define a high-risk system, but it
includes systems that pose a significant risk to health, safety, and fundamental
rights. The Act allows for the expansion of high-risk systems without promulgat-
ing new legislation if the Commission determines that the products pose a high
risk to health, safety, and fundamental rights and has the potential to affect a
“plurality of persons” and the inability of end-users to opt-out of an adverse out-
come.>® High-risk systems are subject to a risk management system, data train-
ing and data governance, technical documentation, recordkeeping, transparency,
human oversight, accuracy, robustness, and cybersecurity.>*

The risk management system must identify known and foreseeable risks, eval-
uate risks that occur when the Al system is in use, evaluate potential risks after
implementation, and adopt appropriate risk management measures.>> High-risk
Al systems that use training of models with data would need to satisfy appropri-
ate data governance and management practices, such as relevant design choices
and data preparation processing operations, relevant assumptions with respect to
the information that the data intends to measure, examine possible biases, and
address potential data gaps.*® Technical documentation of features such as the

46 EU Al Act, supra note 1, art. 5(1)(a).
47 14 art. 5(1)(b).

8 14 art. 5(1)(C).

9 14 art. 5(1)(d).

50 Smuha et al, supra note 45.

51 Id

52 EU Al Act, supra note 1, art. 6(1)(a).
53 Mueller, supra note 44.

54 EU AI Act, supra note 1, art. 16(a).
55 Id. art. 9.

56 Id. art. 10.
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system architecture, algorithmic design, and model specifications must be drawn
up before the system is placed on the market or put into service, and it must be
continuously updated.’” The high-risk Al system must include automatic logging
of events while the system is running, allowing for traceability of the system’s
functioning throughout its lifecycle.’® The system must also be designed in a
way that ensures that operation is sufficiently transparent to allow users to inter-
pret its output and use the system appropriately.’® High-risk Al systems must be
designed to always maintain human oversight and prevent or minimize risks to
health, safety, or fundamental rights.®® The system must also be designed in a
way that achieves a consistent level of accuracy, robustness, and cybersecurity
throughout its lifecycle.5!

Additionally, providers of high-risk Al systems must undergo a conformity
assessment before placing the system on the market or putting it into service.®
If the assessment shows that the requirements of the EU Al Act were satisfied,
then the providers submit an EU declaration of conformity and affix the CE
marking of conformity.®* CE marking indicates that the manufacturer assessed
the product and determined it met EU safety, health, and environmental protec-
tion requirements.* It is required for products manufactured anywhere in the
world that are then marketed in the EU.%° If an importer places a high-risk Al
system on the market, they must verify that the provider has done the conform-
ity assessment, drawn up the technical documentation, ensure the system bears
the required conformity marking, and included the required documentation and
instructions for use.®® The Act requires systems governed by existing product
safety legislation to maintain their current conformity assessment structures and
regulatory frameworks.®’

The Act allows these systems to integrate existing safety legislation to avoid
duplicating administrative burdens and to maintain responsibilities while ensur-
ing consistency among the different strands of EU legislation.®® Compliance with
the EU Al Act is subject to conformity assessment procedures already estab-
lished in each sector, which may not confirm whether the product satisfies the
EU AI Act.® High-risk Al systems that are not subject to existing legislation are

57 Id. art. 11.
58 Id. art. 12.
59 Id. art. 13.
60 Id. art. 14.
6l Id. art. 15.
62 Id. art. 19.
63 EU Al Act, supra note 1, art. 19.

% CE Marking, EUr. Comm'N (Nov. 11, 2022), hups://europa.cu/youreurope/business/product-
requirements/labels-markings/ce-marking/index_en.htm.

65 Id.

66 EU Al Act, supra note 1, art. 26(1).
67 [d. Explanatory Memorandum q 1.2.
68 Id.

69 Jakob Mokander, et al., Conformity Assessments and Post-market Monitoring: A Guide to the Role
of Auditing in the Proposed European Al Regulation, 32 MINDs & MACHINES 241, 248-53.
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referred to as “stand-alone” systems and must comply with the requirements
set out in the EU Al Act.”% Al providers not subject to existing legislation must
conduct their own conformity assessment and file their system in a database for
high-risk Al systems.”!

Al providers must also establish post-market monitoring systems designed
to document and analyze performance of high-risk Al systems throughout their
lifecycle.”? The post-market monitoring system links to quality management,
which establishes procedures for how providers design, test, and verify high-risk
Al systems.” The quality management system also includes procedures for how
to implement and maintain post-market monitoring of the respective high-risk
system.” Distributors, importers, and users are subject to provider obligations if
they place a high-risk Al system on the market under their name or make a sub-
stantial modification to it.” Distributors and importers must verify that the high-
risk Al system bears the required CE conformity marking, contains the required
documentation and instruction of use, and that the provider and the importer of
the system comply with their obligations under the Act.”® Users must deploy the
system correctly, ensure the input data is of high quality, and monitor the sys-
tem’s performance on an ongoing basis with specific logging and audit require-
ments.”” Users also need to implement a risk management system that documents
and mitigates all risks associated with the Al system.”®

C. EU AI Act Fundamental Rights Concerns

The Commission’s decision to not overregulate Al systems leave too much
discretion to providers to decide on fundamental rights violations. The Act limits
fundamental rights to a set of safety standards without considering its unique-
ness, it takes a more technical approach to preserve fundamental rights, and the
Act’s risk categories are insufficient to protect fundamental rights adequately.”
The Act limits the scope of fundamental rights protections to promote economic
activity and innovation.®® This balancing act leaves Al systems more susceptible
to interferences, intrusions, and violations of fundamental rights.®!

70 EU AI Act, supra note 1, Explanatory Memorandum § 5.2.
Id

72 Id art61.

73 Mokander, supra note 69, at 252.
%4 1d.

75 EU Al Act, supra note 1, art. 28.
7 Id. art. 26-27.

77 Id. art. 29.

8 Id.

79 Smuha et al., supra note 45.

80 Id.

81 Id.
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Regulations placed on providers of high-risk systems fail to promote the
Commission’s goal of offering a high level of protection for fundamental rights.%?
The discretion given to providers, the existing enforcement standards, and the
remedies available lacks the level of scrutiny and oversight necessary to ensure
sufficient protection against the dangers Al systems pose to the fundamental
rights of those living in the EU.® For instance, the EU Al Act states that high risk
system must be sufficiently transparent to ensure the user’s ability to interpret
and use the system’s output.®* However, the user is not obligated to communicate
that information to persons subject to the Al supported decision.?> Al users are
also not obligated to explain or justify the decisions they reach towards those
affected by them.?® The users’ only transparency obligation to persons subject to
the Al is to inform them about the fact that an Al system is used.?’

By setting fundamental rights protections based on market conditions, the Act
currently fails to provide a “balanced and proportionate regulatory approach that
is limited to the minimum necessary requirements to address the risks and prob-
lems linked to AL.’®® The tiers of acceptable Al risk before a system enters the
market is insufficient to ensure that Al providers respect fundamental rights. The
Act treats Al systems similarly to products such as cars, machinery, and toys.®
This ignores the seriousness of these applications and the societal consequences
if used improperly.

Rather than prohibiting Al systems that violate fundamental rights, the Act
prohibits systems that engage in practices that create an “unacceptable risk.”®
The remaining risk categorizations allow for a degree of interference with fun-
damental rights if Al providers adhere to a voluntary code of conduct, enhanced
transparency, set standards for systems that pose a high risk, and a system of
self-assessment by Al providers.” Only Al systems identified as high-risk by
the Commission must adhere to mandatory requirements. No risk or limited risk
systems require increased transparency measures, and Al providers are only obli-
gated to inform people that they are subjected to an Al system.??As a result,
fundamental rights protection depends on if the Commission determines that
the products pose a high risk to health, safety, and fundamental rights and has
the potential to affect a “plurality of persons” and the inability of end-users to
opt out of an adverse outcome.”® Given how quickly Al technology is evolving,

82 EU AI Act, supra note 1, Explanatory Memorandum  1.1.
83 Smuha et al., supra note 45.
84 EU AI Act, supra note 1, art. 13.

85 Melanie Fink, The EU Artificial Intelligence Act and Access to Justice, EU Law Live May 10, 2021),
https://eulawlive.com/op-ed-the-eu-artificial-intelligence-act-and-access-to-justice-by-melanie-fink/#.

86 Jd.

87 Id.

88 EU AI Act, supranote 1, atq 1.1.
89 Mueller, supra note 53.

90 Smuha et al., supra note 45.

91 Id.

92 Id.

93 EU Al Act, supra note 1, art. 16(a).
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providing a comprehensive list of high-risk systems may be challenging. Moreo-
ver, the effectiveness of the mandatory requirements imposed on high-risk Al
systems hinges on the quality of the risk management system.** Over time, the
mandatory requirements may become less effective if Al providers who do not
wish to subscribe to them can circumvent them by arguing that their system is
not within the list of high-risk systems.®

IV. Analysis

A. National Artificial Intelligence Initiative Act

The National Artificial Intelligence Act (“NAIIA”) centers on American lead-
ership in Al research and development, the development of trustworthy Al sys-
tems, preparing for potential workforce disruptions, and coordinating military
and civilian sectors.”® The NAIIA takes a hands-off approach to the domestic
governance of Al technologies focusing on limiting regulatory overreach to
empower individuals and corporations to benefit from AL®7 The NAIIA is more
involved in promoting an international environment that opens markets for Amer-
ican Al industries, protects America’s technological advantage, and ensures that
international cooperation is consistent with American values.®®

The United States’ focus on military defense and national security is the
most developed aspect of its Al strategy. Prior to the NAIIA, the 2019 National
Defense Authorization Act established the National Security Commission on
Al which was an independent bipartisan commission “to consider the meth-
ods and means necessary to advance the development of artificial intelligence,
machine learning, and associated technologies to comprehensively address the
national security and defense needs of the United States.”® In its Final Report
the Commission presented a strategy to reorganize the government to defend and
compete in the coming era of Al-accelerated competition and conflict.'® The
first part of the report entitled “Defending America in the Al Era,” explains what
the United States must do to defend against Al-related threats and recommends
how the U.S. government can responsibly use Al technologies to protect Ameri-
can people and interests.!°! The second part, “Winning the Technology Compe-
tition,” addresses the critical elements of the Al competition and recommends

94 Smuha et al., supra note 45.
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96 National Artificial Intelligence Initiative Act of 2020, 15 U.S.C. §§ 9401-9461.

97 Huw Roberts et al., Achieving a ‘Good Al Society’: Comparing the Aims and Progress of the EU and
the US, Sci. Ena. Etnics, Nov. 12, 2021, at [pincite].

98 Id.

99 National Defense Authorization Act for Fiscal Year 2019, Pub. L. No. 115-232, §1051, 132 Stat.
1964 (2018).

100 Nat’L Sec. Comm’N AL, FINAL REPORT [pincite] (2021).
101 j4

Volume 20, Issue I ~ Loyola University Chicago International Law Review 115



Should the United States Adopt AI Regulation

actions the government must take to promote Al innovation to improve national
competitiveness and protect critical U.S. advantages.!®

The NAIIA established the National Al Initiative Office (“NAIIO”), which
is responsible for implementing a national Al strategy and coordinating artifi-
cial intelligence research and policymaking across government, industry, and
academia.'®® The NAIIO established the AI Researchers Portal, which con-
nects researchers to federal resources and relevant grant funding programs.'®
The Portal includes information about the federal grants and funding processes
for researchers, a directory of active Al federal research programs that connects
researchers with potential funding opportunities and collaborations, a list of fed-
eral datasets and repositories, and links to computing infrastructure programs for
Al research.!%

The NAIIA established the National AI Research Resource Task Force (the
“Task Force™).1% The Task Force consists of technical experts who provide rec-
ommendations on the feasibility of establishing a National Al Research Resource
(“NAIRR™).197 The NAIRR is a shared data infrastructure that providers research-
ers access to resources necessary for continued Al research and development.!%®
The Task Force provides recommendations for establishing the NAIRR’s tech-
nical capabilities, governance, administration, assessment and requirements for
security, privacy, civil rights, and civil liberties.'® The NAIIA also established
the National Artificial Intelligence Advisory Committee (“NAIAC”), which
advises the President and the NAIIO on matters relating to the NAIIA 110

B. Bias, Discrimination, and Social Inequality Concerns Under Current U.S.
Al Regulation

The NAIIA focuses on improving Al innovation and trustworthiness. How-
ever, it lacks language highlighting the need to improve Al in areas that would
result in differential treatment or disparate impact for vulnerable populations.!!!
Excluding these considerations from the NAIIA would perpetuate existing
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historic and systemic inequalities. Housing, hiring, criminal justice, healthcare,
finance, politics, and facial recognition technologies are implementing Al into
their services.!'? These places have a history of providing poor or inadequate
decisions to people of color. Having Al systems that did not consider their needs
and lived experiences would further burden these communities. Suppose the fed-
eral government gets bias identification and mitigation wrong. In that case, it
will erode the public’s trust in the efficacy of Al systems.

People of color have always been disadvantaged in obtaining affordable hous-
ing in the United States. Rather than prevent biases, Al-based lending services
have reproduced the discrimination people of color face in getting a home loan.
Al has exacerbated biases in home appraisals and loan approvals for Black home-
owners.!? Al-based mortgage lending systems have charged Black and Hispanic
borrowers higher prices for mortgage loans.!"* Neither study found that from
2008 to 2015, online lenders have rejected a total of 1.3 million creditworthy
Black and Hispanic applicants.!” Even existing homeowners in majority Black
neighborhoods have seen their property appraised for 23% less than those in
predominantly White neighborhoods.!16

Hiring processes have changed over the years due to the introduction of algo-
rithms that favor White applicants over people of color.''” Targeted ads on social
media apps for job postings skew heavily toward specific gender and racial
groups depending on the job.'"® Many employers are using emotion recogni-
tion technology (“ERT”) to evaluate candidates.!”® ERT relies on software that
observes a person’s facial expressions and bodily cues.’?® However, more Black
and Hispanic men have been passed over for employment when prescreened
using ERT compared to their White counterparts.'?!

Al has reinforced the history of biased and discriminatory laws in the criminal
justice system. For instance, on December 21, 2018, President Trump signed into
law the First Step Act, which among other things, intended to reduce recidivism
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and provide inmates incentives for good behavior.'?? To complete this objective,
the Department of Justice created the Pattern algorithm to predict recidivism and
shorten criminal sentences based on good behavior.!'?* The algorithm used factors
such as their criminal history, education level, and disciplinary incidents while
incarcerated to determine inmates who pose a low risk of returning to crime.'
It divided inmates into groups of people who can get credit for completing the
program and get out early, and those who cannot.!? Unfortunately, the algo-
rithm exhibited biases against people of color, overpredicting recidivism among
minority inmates at higher rates compared to White inmates.!?¢ Other commer-
cial risk assessment algorithms used by state and local governments have incor-
rectly judged Black inmates as more likely than white inmates to be at a higher
risk of recidivism, while White inmates were more likely than Black inmates to
be incorrectly flagged as low risk.'?’

Al has also contributed to the inequities in the healthcare system, allowing
biased technology to resolve issues concerning an individual’s health. Black peo-
ple are more susceptible to organ failure and require immediate medical atten-
tion, but many hospitals are using algorithms that place Black patients lower
on the transplant list than White patients.'?® Another algorithm used by hospi-
tals to predict patients needing follow-up care disproportionately favored White
patients where there should have been an even split.'?

Obtaining financial security, economic freedom, and generational wealth is a
challenge for African Americans because of racist banking practices. Designed
to reduce biases inherent in face-to-face communication with banks, the user
data generated to create these algorithms and the lack of diversity in the finan-
cial sector have only magnified the biases Black and Hispanic people encounter
in receiving objective credit decisions. Algorithms incorporate biases that can
reduce an individual’s ability to access new credit cards, raise their credit lines,
get approved for loans, or qualify for lower interest rates.!*® Systems are often
not in sync with the ebbs and flows of market conditions, especially in dealing
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with high inflation that force people with low-income jobs to depend on credit
more to provide for themselves and their families.

Al has been used to spread political disinformation and stimy student protests
at many colleges.!?! With campaign funds increasingly going towards digital ad
spending, false information is spread online about police presence at polling
places or incorrect information about time, place, and manner of voting intend-
ing to prevent racial minorities from exercising their constitutional right.!3? Some
of these practices include telling people to vote via text, informing voters a birth
certificate or naturalization document is required to register, and telling voters to
boycott the election.!** Many college police departments use Social Sentinel, an
Al tool intended to detect threatening tweets about campus, to mitigate protest
by monitoring what students say on social media.'** Considering the protest that
occurred in 2020 following the death of George Floyd and the resulting political
awakening among Gen-Z students, allowing campus police to use this tool could
result in students of color being disproportionately detained for exercising their
freedom of speech and right to privacy.

We use facial recognition technology to unlock smartphones and access our
banking information or health records. State and local law enforcement agencies
also use facial recognition technology to identify suspects. The technology has
falsely identified African American and Asian faces more than Caucasian faces,
it had more difficulty identifying women than men, and it falsely identified older
adults up to 10 times more than middle-aged adults.!*> These are only a few
examples of how Al-based decision-making has magnified pre-existing biases
and possibly created new biases. Since Al relies on user-generated content or
data collection systems, they incorporate biases and reproduce inequalities we
commonly see in face-to-face interactions. In doing so, these tools are following
existing societal norms by favoring aspects of human behavior that are easily
quantifiable over those which are hard to measure.!3¢
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V. Proposal

A. Amendments to the National Artificial Intelligence Initiative Act

Similar to the way the EU Al Act integrates preexisting EU fundamental rights
legislation, the NAIIA should include an Al Bill of Rights. The founding fathers
authored the Bill of Rights to control the actions of the State and Federal gov-
ernments. Some of the rights define the rights of the people, and others serve
as restraints on governmental power. As Al and facial recognition technology
become part of daily life, Americans are aware of the privacy harms that occur
in how these systems collect our data and use it in a manner that unlawfully
encroaches upon our fundamental rights. An Al Bill of Rights is a reasonable
starting point to preserve individual rights and government restraint.

In reaching this goal, the White House Office of Science and Technology
Policy (“OSTP”) released its blueprint for protecting civil rights when using
artificial intelligence (the “Blueprint™).’*” The Blueprint identified five principles
that should guide the design, use, and deployment of automated systems to pro-
tect the American public in the age of artificial intelligence.!*® The five principles
include protection from unsafe or ineffective systems, algorithms and systems
should be used and designed to prevent discrimination, protection from abusive
data practices via built-in protections allowing the user to have agency over their
data, notice that an automated system is being used and understanding how it
contributes to outcomes that impact the user, and the ability to able to opt-out of
the automated system and have access to a person who can remedy problems the
user encounters.!*

The first principle emphasizes the need for diverse communities to be involved
in the development of automated systems to identify concerns, risks, and poten-
tial impacts.’? Since automated systems often rely on historical data that include
potentially biased information, they should be designed to protect individuals
from inappropriate data use.'*! The second principle calls for proactive measures
to protect individuals and communities from algorithmic discrimination.'*> These
protections include proactive equity assessments as part of the design phase,
use of data to ensure accessibility for people with disabilities, disparity assess-
ments and mitigation.!'*The third principle supports limiting data collection to
the user’s reasonable expectations and that only data strictly necessary for the
specific context is collected.'** The user should be protected via built-in privacy
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protections, data minimization, use and collection limitations, and transparen-
cy.1*s Users should control access to and use of their data, and consent to data
collection should only be given when necessary.'* The fourth principle focuses
on how automated systems should provide notice of use and explanations as
to how and why a decision was made or an action was taken by the system.'"
These systems should include clear descriptions of the overall system function-
ing, the individual or organization responsible for the system, and explanations
of outcomes that are clear, timely, and accessible.'*® The fifth principle stresses
the importance of human intervention to determine whether it is appropriate for a
user to opt out from automated systems in favor of a human alternative.'#® Users
should have access to timely human consideration and remedy by a fallback pro-
cess if an automated system fails or it produces an error.!>

The Blueprint serves as a stepping stone for protecting the rights, liberties,
and privacy of the American public in the age of artificial intelligence. How-
ever, it does not address the role of government agencies in designing, using,
and deploying Al systems.3! As mentioned earlier, some of the most consequen-
tial outcomes of using Al systems come from law enforcement and government
agencies. A second task force should be committed to government oversight and
accountability.’®> An Al Bill of Rights should restrain the government’s role as
both a deployer of Al and a recipient of Al-generated data.'>? A federal task force
combined with legislation passed by cities banning government and private sec-
tor use of facial recognition technology would aid in mitigating potential ethical
harms of Al in our federalist society.!>

B. Expanded Role for the National Artificial Intelligence Advisory Committee

In addition to the NAIAC’s duties to the President, the committee should
take measures to ensure fair and responsible use of Al while acknowledging the
biases in these technologies. There are currently no federal laws that address
issues concerning biased algorithms that allow renters to prey on minorities,
voter intimidation laws do not address online disinformation, and individuals
cannot sue tech companies for predatory practices.!>® Providing activists with
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a place to speak could help in passing legislation that limits harmful uses of
Al Similar to the EU Al Act, the NAIAC could employ degrees of high, mini-
mal, and no risk Al systems to determine appropriate levels of regulation.!*¢ This
would allow the NAIAC to recommend more stringent regulatory actions on the
use of Al in financial services, healthcare, employment, and criminal justice.!”’

The NAIAC could recommend that the NAIIO place additional systems that
monitor for potential bias issues once an Al system is in public use.’*® Provide
feedback channels that allow users to report errors to a human instead of an
Al system.’ Ensure some policies and procedures address critical functions
throughout the Al lifecycle so that results are repeatable and potential risks are
recorded.'®® Require Al providers to submit documentation on how their bias
management processes are implemented and recorded at each stage.'®! Establish
a subcommittee that is responsible for monitoring accountability mechanisms
involved in the training and deployment of Al systems.!6? Require that providers
of high risk systems have effective risk mitigation procedures in place that allow
them to quickly detect potential biases and allocate more resources to respond to
risks that are most likely to cause real-world harm.!%3

The NAIAC could establish conformity assessments and post-market moni-
toring systems providers must undergo before placing the system on the market.
Unlike the EU AI Act, the NAIAC should establish separate conformity assess-
ment structures for systems governed by existing product safety legislation so
that these products satisfy the NAIIA.'% The conformity assessment should be
like the EU Al Act’s requirements for “‘stand-alone” systems, which requires pro-
viders to conduct their own conformity assessment and submit it for review.!'®
The post-market monitoring systems should establish procedures for how high-
risk Al systems are designed and deployed and how to implement and maintain
post-market monitoring of the respective high-risk system.!6

V. Conclusion

Artificial intelligence is changing the world for the better by creating new jobs,
transforming health care, preventing financial fraud, and making more resources
available to significant numbers of peoples. As a result, governments such as
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the United States and the European Union have passed legislation to maximize
these benefits. Where American Al legislation has focused more on establish-
ing U.S. leadership in Al research and development, the European Union has
taken a more ethical approach by prioritizing efforts that mitigate risks. The
European Union strives to protect fundamental rights by using trustworthy Al
that preserves privacy. The E.U. Al Act is imperfect and could do more to pro-
vide a robust enforcement mechanism for high-risk uses of Al The first step,
which the European Union has done, is to acknowledge the risks associated
with Al and data-driven technologies and establish risk prevention or mitigation
measures that address these issues.

In contrast, the United States has placed the ethical governance of Al in the
hands of local governments and the private sector. Only some people are in uni-
son on how to regulate Al. Only a small percentage of cities and companies have
been proactive about imposing restrictions. Under this laissez-faire approach to
Al regulation, people of color are at a greater risk of exploitation and benefit less
from using the current Al systems. As grim as it may seem, there is an opportu-
nity for the United States to preserve the free market and protect fundamental
rights. Some systems allow government oversight and accountability for how Al
systems are used and designed, how data is collected, and what data is collected.
It is critical that the United States also strives to protect fundamental rights by
putting into public use trustworthy Al that preserves privacy and truly benefits
every American.
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